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Speech Interfaces: A New/Old Input Paradigm

▪ Speaking is human 

▪ Speed: speak 150 wpm vs type 40 wpm  

▪ Hands-free 

▪ Skip the confusing menus 

▪ Small footprint 

▪ The huge difference between 95% vs 99% accuracy
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The Deep Learning Bet

▪ SVAIL is an AI lab, not a speech lab. 

▪ Instead of more domain expertise... 

▪ Scale the model, scale the data 

▪ -> Improved performance. 

▪ -> Superhuman Chinese speech recognition
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The Evolution of Speech Recognition Systems
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The Evolution of Speech Recognition Systems
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▪ Other end-to-end approaches: 
▪ e.g., Attention
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Deep Speech 1 to Deep Speech 2

▪ Multiple layers of 2D convolution 

▪ Up to 7 recurrent layers 

▪ Trained with Batch Norm 

▪ + Lots of systems expertise
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Batch Normalization For RNNs

▪ Sequence-wise Batch Norm on 
upward connections 

▪ More effective in deeper networks 

▪ Speeds up training 

▪ Improves test accuracy
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Scaling Up Deep Speech 2

▪ Tens of exaflops required to train model 

▪ Cluster with 8 TitanX GPUs per node 

▪ Partition minibatch across GPUs 

▪ Synchronous SGD
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Scaling Up Deep Speech 2

▪ Custom All-Reduce code 

▪ 4x-21x speedup over OpenMPI's 

▪ Fast GPU CTC (Warp-CTC) 

▪ Reduced training time by 10%-20% 

▪ Fastest available kernels 

▪ Overall, sustained 45% peak 
performance on each node.
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English Results

▪ English training data: 

▪ 11,940 hours 

▪ 8 million utterances 

▪ ...and growing everyday
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English Results
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▪ English training data: 

▪ 11,940 hours 

▪ 8 million utterances 

▪ ...and growing everyday
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Porting to Mandarin

▪ Increase softmax size: 

▪ from 29 to ~6000 

▪ Feed in Mandarin data 

▪ Tweak some hyperparameters
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Mandarin Results

▪ Mandarin training data: 

▪ 9,400 hours 

▪ 11 million utterances 

▪ More diverse than English data 

▪ (...growing everyday)
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To Production-Ready Models

▪ Production models require causality 

▪ Unidirectional recurrent layers 

▪ GRUs instead of ReLU RNNs 

▪ 1D lookahead convolution
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Lookahead Convolutions
▪ Some future context is useful. 

▪ Difficult to force network to delay predictions. 

▪ We use 1D convolution after recurrent layers 

▪ Within 5% relative performance of bidirectional models

15

Spectrogram

2D Convolution

2D Convolution

GRU

GRU

GRU

1D Convolution

Deep Speech 2
Forward-Only

Softmax

Fully Connected

Deep Speech 2 : End-to-End Speech Recognition in English and Mandarin

Training very deep networks (or RNNs with many steps)
from scratch can fail early in training since outputs and
gradients must be propagated through many poorly tuned
layers of weights. In addition to exploding gradients (Pas-
canu et al., 2012), CTC often ends up assigning near-zero
probability to very long transcriptions making gradient de-
scent quite volatile. This observation motivates a curricu-
lum learning strategy we title SortaGrad: we use the length
of the utterance as a heuristic for difficulty and train on the
shorter (easier) utterances first.

Specifically, in the first training epoch we iterate through
minibatches in the training set in increasing order of the
length of the longest utterance in the minibatch. After the
first epoch training reverts back to a random order over
minibatches. Table 1 shows a comparison of training cost
with and without SortaGrad on the 9 layer model with 7
recurrent layers. SortaGrad improves the stability of train-
ing, and this effect is particularly pronounced in networks
without BatchNorm, since these are even less numerically
stable.

3.3. Comparison of vanilla RNNs and GRUs

The models we have shown so far are vanilla RNNs which
are modeled by Equation 3 with ReLU activations. More
sophisticated hidden units such as the Long Short-Term
Memory (LSTM) units (Hochreiter & Schmidhuber, 1997)
and the Gated Recurrent Units (GRU) (Cho et al., 2014),
have been shown to be very effective on similar tasks (Bah-
danau et al., 2015). We examine GRUs because experi-
ments on smaller data sets show the GRU and LSTM reach
similar accuracy for the same number of parameters, but
the GRUs are faster to train and less likely to diverge.

Both GRU and vanilla RNN architectures benefit from
BatchNorm and show strong results with deep networks.
The last two columns in table 1 show that for a fixed num-
ber of parameters the GRU architecture achieves better
WER for all network depths.

3.4. Frequency Convolutions

Temporal convolution is commonly used in speech recog-
nition to efficiently model temporal translation invariance
for variable length utterances. Convolution in frequency at-
tempts to model spectral variance due to speaker variability
more concisely than what is possible with large fully con-
nected networks.

We experiment with adding between one and three layers of
convolution. These are both in the time-and-frequency do-
main (2D) and in the time-only domain (1D). In all cases
we use a “same” convolution. In some cases we specify
a stride (subsampling) across either dimension which re-
duces the size of the output.
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Figure 3: Lookahead convolution architecture with future
context size of 2.

We report results on two datasets—a development set
of 2048 utterances (“Regular Dev”) and a much noisier
dataset of 2048 utterances (“Noisy Dev”) randomly sam-
pled from the CHiME 2015 development datasets (Barker
et al., 2015). We find that multiple layers of 1D convolu-
tion provides a very small benefit. The 2D convolutions
improve results substantially on noisy data, while provid-
ing a small benefit on clean data. The change from one
layer of 1D convolution to three layers of 2D convolution
improves WER by 23.9% on the noisy development set.

3.5. Lookahead Convolution and Unidirectional
Models

Bidirectional RNN models are challenging to deploy in an
online, low-latency setting because they cannot stream the
transcription process as the utterance arrives from the user.
However, models with only forward recurrences routinely
perform worse than similar bidirectional models, imply-
ing some amount of future context is vital to good perfor-
mance. One possible solution is to delay the system from
emitting a label until it has more context as in (Sak et al.,
2015), but we found it difficult to induce this behavior in
our models. In order to build a unidirectional model with-
out any loss in accuracy, we develop a special layer that we
call lookahead convolution, shown in Figure 3. The layer
learns weights to linearly combine each neuron’s activa-
tions ⌧ timesteps into the future, and thus allows us to con-
trol the amount of future context needed. The lookahead
layer is defined by a parameter matrix W 2 R(d,⌧), where
d matches the number of neurons in the previous layer. The
activations r

t

for the new layer at time-step t are

r

t,i =

⌧+1X

j=1

W

i,jht+j�1,i, for 1  i  d. (5)

We place the lookahead convolution above all recurrent
layers. This allows us to stream all computation below the
lookahead convolution on a finer granularity.
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Research to Deployment

▪ Deep Speech 2 is now in production! 

▪ Baidu Silicon Valley AI Lab + Baidu Speech Technology Group 

▪ From research idea to deployed product in 2 years. 

▪ Combined efforts of 69 researchers and engineers
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Conclusion

▪ The story of Deep Speech 2 

▪ End-to-end speech recognition 

▪ Scaled up 

▪ Ported to Mandarin 

▪ Deployed to production 

▪ Deep Speech 3, coming to a conference near you in 2017!
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